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Abstract

The decades-long Colombian civil war nearly came to an official end with the

2016 Peace Plebiscite, which was defeated in a narrow vote. This conflict has

deeply divided Colombian civil society, and social media accounts have played a

crucial role in structuring debate on the topic. To understand the mechanisms

underlying the influence of bots on political discussion in a context of high po-

larization, we performed a randomized experiment on Colombian Twitter users

before this election. Sampling from a pool of subjects who had been tweeting

about the Plebiscite, we tweeted messages that encouraged subjects to consider

different aspects of the decision. We varied the identity (a general, a scientist,

and a priest) of the bots we used and the content of the messages they sent.

We found little evidence that any of our interventions changed the attitudes ex-

pressed among subjects, but they did significantly encourage liberal Colombians

to engage in more public discussion of the subject without causing any backlash

among conservative Colombians.
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1 Introduction

Recent elections throughout the world have raised concerns on whether political actors,

both domestic and international, are using bots to shape political conversation and

alter electoral behavior (Murthy et al., 2016).1 Allegations of this kind have been

made in various places, such as the U.S. (Bessi and Ferrara, 2016), the U.K. (Howard

and Kollanyi, 2016), Germany (Brachten et al., 2017), Catalonia (Alandete, 2017),

France (Ferrara, 2017), among many others. Latin American countries are not exempt

from these practices, as the evidence suggests that in recent elections in Venezuela,

Mexico, and Brazil, bots have been actively used to manipulate public opinion. Initial

optimism surrounded the consolidation of the internet in general, and of social media in

particular, as many argued that these platforms would open new spaces for democratic

deliberation and would give voice to many that were previously excluded by traditional

media. However, the consolidation of some pervasive methods and tactics, such as

fake news, misinformation, bots, trolls, among others, whose clear intention is to shape

public opinion in favor of certain actors, has undermined the expectations surrounding

this type of platforms (Tucker et al., 2017).

Recent episodes, such as the Cambridge Analytica scandal, have called into ques-

tion the preparedness of governments and technological companies in preventing and

responding to these strategies. Not surprisingly, recent research has attempted to un-

derstand the scale of activity and the impact of bots on political behavior (Stukal

et al., 2018). However, most of the existing studies focus on the problem of identifying

bots (Chu et al., 2012; Ferrara et al., 2016; Stukal et al., 2018) and on understanding

the type of behavior followed by these accounts (Murthy et al., 2016). In contrast, very

few studies center on the consequences that bots may have on political preferences and

voting behavior. Understanding if bots can alter citizens’ preferences and behavior is

crucial in order to determine what type of actions governments should take to prevent

these practices.

Motivated by this debate, in this paper we study if social media accounts represent-

ing non-political public figures can affect citizens’ attitudes and behaviors in a context

of high polarization and in the midst of an important election. Our goal is to under-

stand if bots representing public figures may persuade subjects to endorse a particular

political position. Moreover, we want to understand if these potential effects vary along

different relevant dimensions, such as the identity of the account, the content of the

1Bots are automated accounts that post content based on algorithms (Tucker et al., 2018).
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messages sent by the bot, and the ideology of the recipients of these messages. What

type of speaker would have a greater impact for different segments of the ideological

spectrum? What combination of identities and messages are more effective in changing

deliberative decisions, such as participating more in the debate?

We address these questions in the context of the 2016 Colombian Peace Plebiscite.2

We test if messages related to the peace agreement reached by the Colombian gov-

ernment and the guerrilla group FARC, from like-minded social media accounts rep-

resenting important public figures, cause positive reactions and increased engagement

from citizens. We test this causally by conducting an experimental study using Twitter

“bots” that we control (Munger, 2017a,b). This approach allows us to perform the

experiment on the sample of interest—Colombian Twitter users who frequently posted

comments about the plebiscite—in a naturalistic setting.

After more than 50 years of war, the Colombian government and the FARC reached

a peace accord. Citizens had the choice to approve reject this deal through a plebiscite

that took place on October 2nd, 2016. Society was very polarized at the time of the

election. As in recent elections in other contexts, social media proved to be one of the

most important platforms to express opinions on both sides of the debate. Facebook

and Twitter were used heavily to exchange opinions about the peace accord the weeks

before the election. Even though the case of a peace plebiscite in a country affected by

several decades of war seems to be idiosyncratic, we believe that this example shares

some common and important traits with other past and future elections, in which the

society is deeply divided around an issue and public figures can shape and encourage

deliberation through social media.

The experiment was conducted on Colombian Twitter users shortly before the elec-

tion. Sampling from a pool of subjects who had been frequently tweeting about the

Plebiscite, we tweeted messages that encouraged subjects to consider different aspects

of the decision. In doing so, we test whether bots are able to cause subjects to engage

in more discussion on this topic—and whether they can change subjects’ expressed

sentiment towards the Plebiscite—to better understand the mechanisms underlying the

potential influence of these strategies on political expression and online behavior.

Existing evidence suggests that ideology shapes people’s response to information and

affects how they make political decisions (Campbell, 1960), but in this process several

factors are crucial. Moral convictions, for example, shape political attitudes (Graham,

2A plebiscite is the direct vote of all members of an electorate on an important question pertaining
an official policy.
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Haidt, and Nosek, 2009; Lakoff, 2002; Morgan, Skitka, and Wisneski, 2010). Conse-

quently, in order to convince someone to adopt a certain position or to take a partic-

ular political action, it is necessary to appeal to the counterparts’ moral convictions—

sometimes called “moral reframing” (Feinberg and Miller, 2015; Volkel and Feinberg,

2017). If a liberal wants to convince a conservative about a certain issue, she must

elaborate an argument based on the moral values in which conservatives believe. Our

bots and their messages were designed to test some of these theories.

On the other hand, several scholars have argued that deliberation is essential for any

democracy, as it prepares citizens for further political action. Accordingly, deliberation

can increase levels of political knowledge, civic engagement, and tolerance (Coleman

and Blumer, 2009; Eveland, 2004; Graham, 2015; Johnston et al., 2001; Kim, Wyatt,

and Katz, 1999). However, it is still unclear whether social media increase the levels

of deliberation and political talk in a society. Evidence from Facebook (Robertson,

Vatrapu, and Medina, 2010), Twitter (Yardi and Boyd, 2010), Weblogs (Papacharissi,

2009), Youtube (Halpern and Gibbs, 2013), and Wikipedia (Black et al., 2011) are

decidedly mixed. To some degree, one of the goals of using bots in the midst of an

election is to increase public talk on a particular topic or candidate.

In this paper, we investigate whether bot influence in the form of a single message

from an account that appears to be a potentially influential figure in the Colombian

society (a priest, a scientist or a general) can change the way people think and talk about

this important political decision. Hence, our study represents a proof of concept, in the

sense that we do not model the exact way in which bots are utilized—usually through

botnets and a massive number of messages—but instead, we simplify the intervention

in order to understand if a single message sent by a bot produces any visible effect on

citizens’ preferences, attitudes, and online behavior.

This paper represents a contribution to the burgeoning literature that explores the

effects of social media on political outcomes, and in particular, on how it might under-

mine democracy (Tucker et al., 2017). Several studies have explored how social media

may exacerbate certain pathologies like disinformation, fake news, echo chambers, po-

litical polarization, incivility, among others. Within this context, we provide a rigorous

test of the effects that bots may have on political attitudes and online behavior. We

believe that our findings represent an important contribution, for several reasons.

First, most studies on bots have focused on methods for identifying them and de-

scribing their behavior, while few studies try to understand whether they exert any

influence on citizens’ expressions and behavior. Among the few studies to ask these
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kinds of questions is Bail, Argyle, Taylor, Brown, Bumpus, Haohan, Chen, Hunzakerd,

Leea, Manna, Merhout, and Volfovsky (2018), who conduct an experiment in the US in

which a large group of Democrats and Republicans are paid to follow bots retweeting

information from accounts with clear opposing political views. The study shows that

efforts to expose citizens to opposing views may backfire, as some republicans become

more conservative and some Democrats more liberal when confronted with opposing

views.

Also, Murthy et al. (2016) analyze how bots may influence conversational networks

on Twitter, in the context of the UK general election in 2015. For this purpose, the

authors recruited student volunteer participants to create new Twitter accounts in

charge of commenting high-profile broadcast events. Bots where linked to a random

partition of these accounts, while the rest where not affected by bots, in order to

determine if the former would become more influential than the latter. The authors

find no significant differences between the two groups, concluding that accounts linked

to bots are not more influential. Our study differs from Bail, Argyle, Taylor, Brown,

Bumpus, Haohan, Chen, Hunzakerd, Leea, Manna, Merhout, and Volfovsky (2018) and

Murthy et al. (2016) in that we do not limit ourselves to expose subjects to bots and

opposing information, but we also test if the identity of the bot and the content of the

messages have any effects on the expressive behaviors of subjects.

Our second contribution lies on the fact that most studies on social media and

political expression are restricted to developed countries. However, understanding if

bots may affect preferences and behavior in developing countries is important, because

in these countries voters tend to be, on average, less educated and have lower levels

of information. These are precisely the contexts where manipulation is expected to be

most effective. However, our results show that, even in this case, shifting the attitudes

expressed on social media is difficult; at most, bots increase the conversation among

those that were aligned with the fake account from the beginning.

Finally, we contribute to the debate on the ethics of online experiments. We acknowl-

edge that using fake accounts to study public opinion in the context of an important

election is not without risks. However, we argue that we have taken the appropriate

steps to minimize these risks. Novel areas of human behavior require novel research

designs, and we believe that scholars should not shy away from studying controversial

topics. Research ethics does not require an absolute minimizing of risk, but rather a

careful consideration of the balance of risks and benefits. Given the importance of the

global discussion surrounding the electoral influence of bots, we believe that our study
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well exceeds that standard.3

We find little evidence this intervention caused anyone to modify their expressed

attitudes—very few people switched the sentiment of their tweets towards the peace

process as a result, which is somewhat unsurprising given our highly motivated sample

and the low intensity of our treatment. However, we do find changes in public discussion

on this topic. We find that liberals (who advocated for the peace agreement) were

motivated to send more messages in favor of the process after receiving a favorable

message. Conservatives did not send more of these positive messages, but neither did

they send more negative messages. Hence, a variety of bots representing cultural figures

were able to spur increased participation in the online discussion of this important

political event, albeit in an unexpected way, providing evidence of the “confirmation

bias” theorized to describe political interaction in social media. We conclude that it

is unlikely for bots to alter citizens’ online expression, but that is possible for them to

amplify existing patterns of expression.

2 The Peace Plebiscite, Twitter and Public Figures

The referendum under consideration consisted of a single question that voters had to

approve or reject: “Do you support the final agreement to end the conflict and build

a stable and lasting peace?” Two sides campaigned during the weeks preceding the

referendum. The ‘Yes’ campaign was supported by the political left, center-left and

center, led by President Juan Manuel Santos. The most prominent campaigner for the

‘No’ vote was the Centro Democratico, a right wing party led by current senator and

former president Alvaro Uribe.

We must be careful whenever we extrapolate our findings to the behavior of the

country as a whole. We acknowledge that the group of Twitter users talking about the

peace process is not a representative sample of the Colombian population. However, we

also believe that this population of Twitter users is an interesting population by itself,

insofar it becomes more decisive and influential every day. Moreover, this election

provided an ideal opportunity to analyze the effects that bots may have on sentiments

and opinions about the Colombian peace process on Twitter. The referendum was

conducted without explicit party labels on the ballot and concerned the single most

3Further, we are not violating Twitter’s terms of service nor any Colombian law, and we have not
come anywhere close to altering the results of any election—if such alteration were possible given the
moderate scale of our intervention, global democracy would be in a fragile place indeed.
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important issue in Colombian politics.

We focus on a sample of Twitter users for several reasons. First, Twitter is growing

as an important source of communication between citizens and the political elite in

Colombia. Second, Twitter is a particularly important platform if we want to study

the expansion of deliberation and public talk. Early optimistic views of social media

argued that they allowed for direct communication without geographical obstacles.

However, they quickly became a focus of incivility, in which offensive speeches abound

(Buckels, Trapnell, and Paulhus, 2014). During the Plebiscite, Twitter received special

attention that highlighted the intensity and incivility of the debate.4 The conversation

was both constant and plagued with insults and disrespect. Therefore, the combination

of its growing relevance and the heated tone of the conversation that takes place in the

platform, makes a study that focuses on Twitter users particularly relevant.

3 Experimental Design

We conducted a field experiment on Twitter during the 2016 Colombian Plebiscite.5

We first collected all tweets related to the peace process from March through September

of 2016. We identified accounts that were been active on this topic two months prior

to the plebiscite.6

We then selected a random sample of 4,500 of these accounts.7 Using block ran-

domization, with two blocks differentiating between supporters and opponents, we con-

structed seven groups (six treatment groups and a control group).

The actual experimental manipulation was to send public messages to subjects. All

of the messages were in favor of the peace process, for reasons we discuss below. We

varied the treatment on two dimensions: the identity of the sender and the ideological

framing of the message. To manipulate identity, we created “bots” that had public

profiles identifying them as one of three figures: a general, a priest, or a scientist.

Figure 1 shows the accounts of the liberal scientist and the conservative general.8

4See, for instance, this news coverage: https://colombiacheck.com/datos/especiales/la-guerra-se-
traslada-a-twitter.html

5We registered the Pre-Analysis Plan of this project at the Evidence in Governance and Politics
(EGAP) platform. See http://www.egap.org/registration/2136.

6Details of this process can be found in Appendix D.
7Figure 9 in the Appendix describes the selection process of the accounts that were ultimately used

in the experiment.
8The accounts were created and manipulated to make them look as real as possible. We bought

followers to each and programmed them to constantly tweet about other issues related to their identity
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Figure 1: Treatments—Scientist (Liberal Message) and General (Conservative Message)
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We sent two types of messages: a conservative message that emphasized typical con-

servative values such as patriotism, authority, and sanctity; and a liberal message that

emphasized liberal values such as harm, fairness, and reciprocity. We rotated through

the bots and tweeted the messages:

Conservative: “@[subject] The peace agreement is a victory of our compatriots

and the will of God. Prosperity awaits for our homeland”

Liberal: “@[subject] This war has taken 260,000 lives and 5 million missing.

The poor suffer more. We can stop this”

4 Ethics of Online Field Experiments

Note that while these two messages emphasize different values, they both argue in

favor of the peace process. Although we could have varied this dimension and included

messages that argued against the peace process, ultimately, we decided not to. Including

this variation would have meant that our treatments would have varied in three ways:

type of bot, content of the message, and political position of the message. We would

have needed a larger sample size to support this 3×2×2 design, or sacrifice one of the

other two dimensions. Given the hypotheses that we wanted to test, we opted to sacrifice

the political position dimension and keep it constant throughout our treatments. There

is also an ethical consideration to this decision—all else equal, it is better to minimize

the amount of deception involved in an experiment like this, and we were ourselves in

favor of the peace process. The messages we sent were factual, and we would happily

have sent them from personal accounts; the only deception was in the identities of

the bots.9 Political scientists have frequently conducted research on the effectiveness

of persuasion in the context of door-to-door canvassing and advertising; Kalla and

Broockman (2018) identify 49 such experiments, and note that “most experiments in

the literature have been conducted with Democratic or liberal-leaning organizations.”

This is because most American political scientists are liberal-leaning or Democrats;

but unrelated to the peace process or politics in general. In fact, no messages were received with
allegations that the accounts were fake, spam, or bots. On the contrary, many subjects responded to
the messages as if the accounts were real.

9The research described in this paper was approved by the IRB at NYU and Universidad de Rosario.
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the norm in the discipline is for researchers to work for causes which they personally

support.

The ethics of field experimentation is currently a point of debate in political sci-

ence, especially in the context of large-scale election-related studies (Desposato, 2015,

2016). We believe that the current study is defensible on the primary grounds being

discussed: the risk that we would influence the outcome of an election was zero, and

the detailed measurement strategy of our research design meant that our sample was

in the thousands rather than the hundreds of thousands of larger-scale voting studies.

One important dimension on which our current protocol does not conform with the

guidelines suggested in Desposato (2015) is that we do not debrief our subjects. Our

concern at the time was that doing so would “poison the well” of the subject population,

making debriefed subjects permanently skeptical of political Twitter messages from

strangers. In the light of recent reports of the use of fake partisan Twitter accounts

to sow discord in the 2016 US election (Rosenberg, 2018), our position on this has

changed: this well should be poisoned. We encourage future researchers employing

similar research designs to debrief subjects.

The revelation of the existence of these fake accounts (the extent of which was

only made clear after our field research was completed) has increased the salience of

discussions of fake accounts on social networks, and raises questions about the ethical

implications of using fake accounts for any research activities. One crucial consideration

here is illustrated by the different rules enforced by Twitter and Facebook relating to

the identities of accounts on their networks.

Facebook requires all users to use their real name; parody or comedy accounts

are not allowed. Conducting an analogous experiment to the one described in this

manuscript on Facebook would entail a fundamental violation of Facebook’s core aim

of ensuring that all accounts are associated with exactly one real person, and we would

argue that such an experiment would be more ethically fraught. Twitter, however,

permits the creation of accounts that do not correspond to real people; there is a rule

against impersonating real individuals, but our accounts do not violate the Twitter

Rules (as of July 18, 2018).

One way in which our design may violate the Twitter Terms of Service is in the

purchasing of fake followers for our bots to increase their legitimacy.10 This deception

10The Twitter Rules are inconclusive on this point. “Spam: You may not use Twitter’s services for
the purpose of spamming anyone...Some of the factors that we take into account when determining
what conduct is considered to be spamming include:....if you sell, purchase, or attempt to artificially
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is unavoidable; Munger (2017b) shows that messages from Twitter accounts with low

followers have no effect (or can even backfire). Munger reports (potentially) violating

the Terms of Service in just this way in this paper. There is also a precedent for the

practice of purchasing Twitter followers to understand the dynamics of this practice in

Computer Science; see, for example, Shah et al. (2017) and Aggarwal and Kumaraguru

(2015).

Furthermore, we argue that the discipline of political science should not give more

weight to the wishes of a private company like Twitter than to, say, the government of

China. King, Pan, and Roberts (2014)—an influential paper, published in Science—

report creating 2 fake accounts on each of 100 Chinese discussion websites. These

fake accounts wrote 2 posts each (either pro-government or anti-government) in pub-

lic forums to see which would be censored by the Chinese government; that is, they

intentionally broke Chinese law to test patterns of Chinese law enforcement. Addition-

ally, these posts were public; although there were only 400 posts, the population who

was exposed to these posts was potentially in the millions. In contrast, the current

experiment was targeted, and only visible to the treated subjects (unless they chose to

retweet the messages to their followers).

On both dimensions—the magnitude of the rule violation and the normative legit-

imacy of the rulemaker (or, in the Chinese case, lawmaker)—the research design of

King, Pan, and Roberts (2014) represents a bigger concern than that of the current

manuscript.

However, one improvement to our design for future research would be to replace

the fake “bot” accounts with real people (confederates). These confederates would

agree to send messages they agree with, minimizing deception and maximizing account

verisimilitude. This design could also take advantage of the fact that the confeder-

ates are embedded in genuine online networks. Designs like this have recently been

used successfully (though at relatively small sample size) on Facebook (Haenschen,

2016). Nonetheless, it is important to mention that the election of the identities of our

accounts—a general, a priest, and a scientist—does not violate any law in Colombia.

For the general, which could be the most sensitive case in terms of impersonation, we

refrained from using any official logos, badges, or references to particular military units.

In any case, this issue did not raise any concerns to Universidad del Rosario’s ethics

inflate account interactions (such as followers, retweets, likes, etc.).” Twitter appears to be defending
their ability to enforce rules against “spam” at will, rather than explicitly defining the behavior of
buying followers as being a prima facie violation of their rules.
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committee in Bogota.

In general, a universal ethical maxim that entails following every rule of every entity

governing online content is untenable; there are some research activities which are

morally and ethically justifiable, and some which are not. These dimensions do not

map directly onto the wishes of online rulemakers, so researchers need to be careful but

confident that we can govern ourselves. This is a rapidly evolving area, and there do

not yet exist disciplinary guidelines delineating permissible research activities.

Although the specific syntheses of our research design are relatively novel, both

the researcher-as-partisan when sending partisan messages during a campaign and the

creation-of-fake-accounts-on-social-media aspects of the design have numerous prece-

dents in the literature.

5 Data

We first need to know whether the subject replied directly to the bot’s tweet. This

behavior indicates whether or not the subject accepts the message and sender as a le-

gitimate authority, and could explain the mechanism by which future behavior changes.

Overall, 158 subjects (4% of those in a treatment group) sent a tweet directly in reply

to our bots. We coded these as either positive or negative reactions and analyze them

in Section E of the Appendix.

The primary behavior targeted in this experiment is the frequency and sentiment

of tweets about the peace process. To capture this behavior, we scraped each subject’s

Twitter history before and after the treatment and restricted the sample to the tweets

that were about the peace process. We used a conservative approach to identifying

these tweets: a dictionary of popular phrases and hashtags. Any tweet containing one

of these key terms was coded as being about the peace process.11

11We selected the most popular hashtags related to the discussion of the peace pro-
cess, as well as terms that tended to co-occur with those hashtags. There are undoubt-
edly some tweets that we miss with this approach, but unless this classification covaries
with our randomly assigned treatment, this should not be a problem for our analy-
sis. These are the key terms we selected: “#AdiósALaGuerra”,“#PazCompleta”,“Acuerdo
Gobierno FARC”,“Acuerdo FARC”,“Firma paz”,“paz Santos”,“proceso de
paz”,“#PazenColombia”,“FARC Habana”,“paz Colombia”,“acuerdo Habana”,“#ŚıALaPaz”,“Uribe
paz”,“plebiscito si”,“#ProcesoDePaz”,“#SiALaPaz”,“plebiscito paz”,“gobierno FARC”,“paz
FARC”,“acuerdo paz”,“#FirmaDeLaPaz”,“#EnCartagenaDecimosNo”,“#FeliŚıdad”,“plebiscito
no”,“#Plebiscito”,“diálogos de paz”,“#SantosElTal23NoExiste”,“Habana paz”,“negociaciones
Habana”,“conversaciones Habana”,“Gobierno paz FARC”,“Gobierno Habana FARC”, and “#No-
Marcho”.
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To control for each subjects’ pre-treatment behavior, we calculated their rate of

tweeting about the peace process in the three months before the experiment. This

measure was included as a covariate in all of the following analysis.

To test our hypothesis that the effect of our treatments would be moderated by the

ideology of the subjects, we need to be able to say which of subjects were liberal or

conservative. We implemented the method developed by Barberá (2015) to estimate

subjects’ ideological ideal points. This model looks at the accounts that each account

follows and iteratively updates the closeness of each account in the network. The main

intuition behind the method is that the probability of following someone on Twitter

increases with the ideological closeness between the two accounts. This was possible

for 2,741 of the 3,516 subjects who followed enough Colombian political elites. Figures

2 and 3 report the ideological scaling of political elites and subjects in Colombia.

There was a strong connection between ideology in the traditional left-right political

spectrum and support for the peace process. We validate this conventional wisdom

by analyzing the ideology of the parties involved in the campaign according to their

Twitter networks. Figure 2 plots these estimates for each of member of Congress. The

estimates in Figure 2 pass the test of face validity of the relative positions of the parties

in the referendum campaign: Centro Democratico is located at the right of the graph,

which represents a more conservative ideology and consequently a negative view of

the referendum. President Santos’ main coalition—Partido de la U, Cambio Radical

and Liberal—are located towards the center right of the scale. Polo Democratico and

Partido Verde, which are the left parties in Colombia and supported the peace process,

are located at the left of the graph.

After scaling members of the Congress, the method estimates the ideological scores

of ordinary citizens. As seen in Figure 3, the distribution of ideology of the Twitter

users that were part of our experiment is slightly skewed. There is a tall, thin cluster of

liberals and a broader cluster of conservatives, as well as a range of moderate individuals

between them. Accordingly, we divide the political spectrum into three segments:

liberal, conservatives, and moderates.

In addition to the raw number of tweets about the peace process, we were interested

in their orientation: was the tweet in favor of “Si” or “No”? We call this the sentiment

of the tweet. We began by hand-coding a balanced sample of 2,000 tweets as in favor

of “Si” (pro) or “No” (con). After pre-processing the text of the tweets, we then used

a Naive Bayes (NB) classifier on these labeled tweets. NB is a commonly-used and

computationally efficient machine learning technique; our model performed well, with

13



Figure 2: Ideological Position of Political Parties in Colombia

Estimates of the ideological position of each Member of Congress in Colombia, sorted
by their party. These estimates are derived from Barberá (2015)’s Bayesian Spatial
Following Model.
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Figure 3: Ideology Distribution of Subjects

Histogram of the ideological position of each of the subjects in our experiment. These
estimates are derived from Barberá (2015)’s Bayesian Spatial Following Model.
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a cross-validated out-of-sample prediction accuracy of 75%.12 We then applied the

trained NB model to the rest of the tweets, generating binary sentiment scores for the

70,000 subject tweets we identified as being about the peace process.

As a validity check of our application of these two machine learning classifiers, we

plot the log (plus one) of the number of positive and negative tweets each subject

sent about the peace process against their estimated ideology score, in Figure 4. The

top panel plots the log number of negative tweets; as expected, liberal subjects (with

negative ideology scores) sent far fewer negative tweets about the peace process.

The bottom panel plots the log number of positive tweets, and the trend is reversed:

liberal subjects sent more positive tweets about the peace process. In both cases, the

trend is steepest (and the points densest) among subjects with ideology scores ranging

from -1 to 1. This is because the ideology scores generated by the Barberá (2015)

algorithm in this case exhibited a long right tail. Roughly half of the subjects were

estimated to be on either side of the 0 midpoint, the correct proportion. However, the

network of conservatives was much more segregated than that of the liberals, enabling

the algorithm to give finer-grained estimates for extreme conservatives.

As a result, we cannot use these continuous ideology scores as covariates in the

model: the marginal change in the subjects’ ideology is not constant throughout the

range of this variable. A change from -1 to 1 indicates a switch from a liberal to a

moderate conservative subject, but a change from 4 to 5 indicates a switch from an ex-

treme conservative to an even more extreme conservative. We thus create a categorical

Ideology Score variable that takes the value 0 for subjects estimated below the 25th

percentile (“Liberals”); the value 1 for subjects between the 25th and 75th percentile

(“Moderates”); and the value 2 for subjects above the 75th percentile (“Conservatives”).

5.1 Results

Our main analysis uses the subjects’ of pre- and post-treatment tweets, categorized as

discussed in the “Data” section above as pertaining to the peace process and being

either positive or negative about the vote. These data are count data, so OLS would

be inappropriate. A chi-squared test indicates that the counts are overdispersed, so

following Munger (2017a), we used negative binomial regression.13

12Details about the implementation of the NB model can be found in Appendix D.
13For a detailed regression analysis, see the Appendix B. The decision to use the Negative Binomial

model is justified due to the overdispersed data, and the decision to include the logged pre-treatment
tweet count variables is due to improved model fit.

16



Figure 4: Validating Tweet Sentiment and Estimated Subject Ideology
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To interpret the relevant treatment effects implied by the coefficients estimated by

these models, the exponent of the estimated β̂k for each of the treatment conditions

needs to be added to the corresponding β̂ for the interaction term, evaluated at each

level of Ideology Score (Hilbe, 2008). For example, the effect of treatment on Conser-

vative subjects (Ideology score 2) is:

IRRTreatment×Ideology2 = e
ˆβTreatment+ ˆβIdeology×2

Before presenting the results on post-treatment peace tweets, it is important to

acknowledge that we also estimated this model using as an outcome variable the post-

treatment sentiment score of our subjects, to test if the intervention could cause people

to change their expressed opinion. We find null effects for all of our treatments, except

for a positive effect in the first day after treatment (results in Appendix A). These Day

1 results primarily consist of replies to the bots, and are driven by people in this short

time frame who otherwise not have tweeted about the Peace Process (and have been

assigned sentiment 0) tweeting something positive (and being assigned sentiment 1).

This is not surprising, given the highly polarized context in which the experiment took

place and the low intensity of our intervention.

However, we do find effects on post-treatment tweeting behavior. Initially, we esti-

mated a model as described in our Pre-Analysis Plan with all six treatments interacted

with the three-level Ideology of the subject. Our models indicated extremely minor

variation in treatment effects based on the identity of the sender used to deliver the

treatment, or in the message used. Despite our initial hypothesis that the identity of

the sender would play a significant role in subjects’ response to the treatment, and

to ameliorate concern about the problem of multiple comparisons, we collapse the 6

treatments conditions into one.14

The results in the following Figures are displayed in four non-overlapping time

periods: Week 1, Week 2 and Weeks 3/4. For ease of visualization, the results from Day

1—that is, the first 24 hours after treatment, too short a time period for calculating

meaningful percentage changes—are not displayed. Week 1 results are hours 25-168

after treatment, and so on. This raises another concern about multiple comparisons:

each Figure contains the results of three separate regressions. In Appendix C we show

that our results are robust to the most common multiple comparisons corrections—i.e.

14The results of the experiment disaggregated by the identity of the sender are presented in Appendix
F.
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Positive Tweets About the Peace Process (N=3,516 )
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Figure 5: The Incidence Ratio calculated from the estimated coefficients and variance-
covariance matrix from the negative binomial model in non-overlapping time periods after
treatment. For example, the Incidence Ratio of 1.25 in Week 1 indicates that treated subjects
sent 125% as many positive tweets about the peace process as untreated subjects. The bars
represent 95% confidence intervals.

Bonferroni, Benjamini and Hochberg, and Holm’s methods.

Moreover, following Munger (2017b), we expect that (excluding Day 1, in which

effects are driven by direct responses to the treatment tweet)15 effects will only decay.

That is, we assume that it if we find a null result in Week 1 and a significant result in

Week 2, the latter must be spurious. This idea is consistent with an intuitive model of

tweeting behavior: although our treatment may have an effect, whatever processes are

causing a given subject to select a baseline level of tweeting are still operating during

this time period, causing them to return to that baseline level.16

15Section E in the Appendix presents a thorough analysis of the direct responses to bots.
16We point out that the continuous measurement strategy is an asset of our research design. Other

approaches (say, that require costly survey responses) might only be able to record one post-treatment
outcome measure. The rightmost half of our plots is strictly an advantage of our approach.
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Figure 5 reports the experimental results on the full sample of 3,516 subjects for each

of the four time periods. Here, we do not interact treatment with subject ideology.17

In all of the Figures that follow, the lines can be interpreted as the % change in the

number of tweets (either positive or negative, depending on the Figure) the subject sent

in the specified time period, relative to a control subject who did not receive treatment.

For example, the first line in Figure 5 (IRRTreatment ≈ 1.25), indicates that treated

subjects experienced a positive 25% change in sending positive tweets about the peace

process, compared to no change for untreated subjects.18 These are ratios: going from

.5 to 1 represents the same effect size (a 100% increase) as going from 1 to 2, so the

upper half of the confidence intervals appear longer than the lower half.

Overall, Figure 5 indicates a small but significant increase in positive tweets sent in

Week 1. This effect decays in Week 2, as expected, and is almost exactly 0 in Weeks

3/4.

Figure 6 breaks up the analysis by the ideology of the subject. Here, we see that

the increase in Week 1 is largest among Liberals. Among Conservatives, in fact, we

estimate a slight decrease in positive tweets. Again, this effect decays in Week 2, and

all three estimates are nearly exactly 0 in Weeks 3/4.19

We also need to see if our interventions caused any change in the rate of sending

negative tweets—tweets that argued against the peace process. Figures 7 and 8 replicate

the above results, but for negative tweets.

The un-interacted results in Figure 7 show that there were no significant increases

in sending negative tweets in any time period. There does, however, appear to be a

slight increase in the point estimate between Week 1 and Week 2. Figure 8 reveals this

to be driven by small increases among the Conservative and Moderate subject pools,

the latter of which indicates a significant effect in Week 2.

Per our assumption of monotonic decay above, we believe that this increase is spuri-

ous. There is no plausible mechanism by which moderates would respond to treatment

more in days 8-14 after treatment than in days 2-7.

17We were unable to calculate the ideology of 775 of the 3,516 subjects because they did not follow
enough political accounts, so we do not include ideology as a covariate in these models. Results are
unchanged if we restrict the analysis to only those subjects for whom we have an ideology estimate.

18Note that this approach assumes that treatment effects are constant, and holds the level of pre-
treatment tweets about the peace process constant at its mean level.

19The confidence intervals in Figure 6 are calculated from the estimated variance of this estimator:

Vpriest×Ideology1
= V (β̂2) + Ideology2V (β̂6) + 2Ideology × Cov(β̂2β̂6)
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Positive Tweets About the Peace Process, by Ideology (N=2,741 )
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Figure 6: The Incidence Ratio calculated from the estimated coefficients and variance-
covariance matrix from the negative binomial model in non-overlapping time periods after
treatment, interacted with the ideology of the subject. For example, the Incidence Ratio of
1.65 for Liberals (in green) in Week 1 indicates that treated liberal subjects sent 165% as many
positive tweets about the peace process as untreated liberal subjects. The bars represent 95%
confidence intervals.
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Negative Tweets About the Peace Process (N=3,516 )
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Figure 7: The Incidence Ratio calculated from the estimated coefficients and variance-
covariance matrix from the negative binomial model in non-overlapping time periods after
treatment. For example, the Incidence Ratio of 1.15 in Week 1 indicates that treated subjects
sent 115% as many negative tweets about the peace process as untreated subjects. The bars
represent 95% confidence intervals.
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Negative Tweets About the Peace Process, by Ideology (N=2,741 )
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Figure 8: The Incidence Ratio calculated from the estimated coefficients and variance-
covariance matrix from the negative binomial model in non-overlapping time periods after
treatment, interacted with the ideology of the subject. For example, the Incidence Ratio of
1.25 for Liberals (in green) in Week 1 indicates that treated liberal subjects sent 125% as many
negative tweets about the peace process as untreated liberal subjects. The bars represent 95%
confidence intervals.
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Overall, these results support our argument that conservatives do not feel encour-

aged to send more negative tweets, and perhaps—with the exception of those who reply

directly to the bots, discussed in detail in Appendix D–simply ignore the messages.

6 Conclusions

We performed a randomized experiment on Twitter users who we identified as interested

in the peace process in Colombia. To our knowledge, this is the largest-scale social

science Twitter bot experiment conducted to date. We tested several hypotheses about

the potential effects that these strategies may have on preferences and attitudes. To do

so, ahead of the plebiscite we sent public messages to users encouraging them to support

the peace process, varying the identity of the information source and the content. We

sent two types of messages, a conservative message and a liberal message, from three

different types of bots, namely that of a scientist, a priest and a general, which are

respected non-political public figures in Colombia.

Our goal was to learn if public figures and messages more aligned with subjects

ideological preconceptions, would be more effective at encouraging people to support

and talk more about the peace process. Our results show that we could not cause

subjects to change their expressive behavior in favor of the peace process. We are not

surprised by these null effects, similar to findings in alternative contexts (Broockman

and Green, 2014; Kalla and Broockman, 2017). The peace plebiscite took place in a

highly polarized environment and the result of the elections reflects it. Information

flows ahead of the election were massive, so that it would be hard to change people’s

opinions using this type of strategy.

While we find that bots have a limited ability to change expressed opinions, the

results should be taken with care. Bail, Argyle, Taylor, Brown, Bumpus, Haohan,

Chen, Hunzakerd, Leea, Manna, Merhout, and Volfovsky (2018) show that Democrats

and Republicans in the U.S. significantly changed their views after following liberal

and conservative Twitter bots. One potential explanation for the different results is

the sophistication of their bots. More realistic and potentially malicious bots might be

more effective in changing opinions or attitudes toward certain topics.

We also have evidence that certain combinations of senders and messages might

backfire, as conservatives had differential reactions when approached by a liberal scien-

tist or a conservative priest (see Section E of the Online Appendix). Hence, in terms
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of the moral reframing theory (Feinberg and Miller, 2015; Volkel and Feinberg, 2017),

we have learned that not only the content of messages matter, but also the identity of

the sender and if it is aligned with the receiver’s ideological position.

In many ways, the election studied in this paper is quite unusual. A plebiscite

to endorse the agreement signed by a central government and a guerrilla group in

a developing country, is a rare event. However, many of the characteristics of this

election resemble what has happened—an is going to happen—elsewhere. A deeply

polarized society in which social media, elites, and public figures play a key role at

shaping citizens’ opinions and their subsequent political decisions. In such context,

non-political public institutions, like the ones used in this experiment, may increase the

debate and get people to talk more, but in highly unexpected ways.
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Appendix

A Null Effects on Mean Sentiment

To examine changes in the mean sentiment of tweets sent by subjects, we averaged the

sentiment of all the tweets they sent in a given time period. Assuming a base sentiment

of 0 if they did not tweet about the peace process in that time period, we added the
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number of positive tweets, subtracted the number of negative tweets, and divided by

the total number of tweets. Because this is no longer count data, we estimate the results

using OLS. Results are essentially identical when the data is transformed to the [0,1]

space and estimated with logistic regression.

Table 1 shows a significant increase in the average sentiment of subjects in the first

day after treatment. Per the discussion in the body of the paper, this is largely driven

by positive responses to the treatment tweet, and the modal unit in this short time

period is going from sentiment of 0 (no tweets) to a sentiment of 1 (positive tweet). In

contrast to the results in Figure 6, however, there is no effect in the 1 Week or 2 Weeks

time periods. There is a marginal negative effect in the 1 Month time period, but again

per the discussion in the body of the paper, there is no plausible mechanism for this

effect to be so delayed, and this significance is likely spurious.

Table 1: Treatment Effects on Mean Sentiment

Time Period (Non-Overlapping):

1 Day 1 Week 2 Weeks 1 Month

(1) (2) (3) (4)

Mean Pre-Treatment Sentiment 0.101∗∗∗ 0.341∗∗∗ 0.173∗∗∗ 0.039∗∗

(0.010) (0.016) (0.017) (0.015)

Treatment 0.066∗∗ 0.008 −0.062 −0.072∗

(0.026) (0.044) (0.047) (0.042)

Conservative (0, 1 or 2) −0.007 −0.129∗∗∗ −0.083∗∗ −0.032
(0.020) (0.033) (0.036) (0.032)

Treatment*Conservative −0.016 −0.018 −0.010 0.035
(0.021) (0.036) (0.038) (0.034)

Constant 0.040 0.368∗∗∗ 0.187∗∗∗ −0.028
(0.024) (0.041) (0.043) (0.039)

Observations 2,741 2,741 2,741 2,741
R2 0.066 0.252 0.081 0.004
Adjusted R2 0.064 0.250 0.080 0.003

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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The alternative model for sentiment would drop the assumption of a sentiment score

of 0 for people who did not tweet during a given time period. The results of this analysis

can be found in Table 2. Here there are no signficant treatment effects

Table 2: Treatment Effects on Mean Sentiment—Drop Non-Tweeters

Time Period (Non-Overlapping):

1 Day 1 Week 2 Weeks 1 Month

(1) (2) (3) (4)

Mean Pre-Treatment Sentiment 0.543∗∗∗ 0.567∗∗∗ 0.392∗∗∗ 0.176∗∗∗

(0.070) (0.029) (0.036) (0.049)

Treatment −0.065 0.004 −0.063 −0.188
(0.175) (0.071) (0.088) (0.122)

Conservative −0.505∗∗∗ −0.279∗∗∗ −0.135∗ −0.063
(0.167) (0.060) (0.072) (0.092)

Treatment*Conservative 0.275 −0.028 −0.063 0.068
(0.178) (0.065) (0.078) (0.099)

Constant 0.617∗∗∗ 0.580∗∗∗ 0.246∗∗∗ −0.128
(0.167) (0.067) (0.082) (0.113)

Observations 324 1,413 1,330 880
R2 0.271 0.391 0.167 0.023
Adjusted R2 0.261 0.390 0.164 0.019

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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B Modelling Decisions

Table 3 displays the detailed results of the models displayed in the body of the paper.

The time period in the table is the critical one identified in 6: the first week after

treatment for positive tweets. Two models are considered: the left column uses logged

pre-treatment tweet counts, while the right does not. The former is preferred on model

fit grounds. Both models, though, report θ significantly below 1. θ is the parame-

ter calculated by the Negative Binomial model fit with the R package “MASS” (Choi

et al., 2014). This parameter is the inverse of the α parameter sometimes used to rep-

resent overdispersion (the typical interpretation of which is that values over 1 represent

overdispersion).

Table 3: Change in Positive Tweets One Week Post-Treatment

Logged Tweet Counts Unlogged Tweet Counts

Negative Pre-Treatment Tweets −0.554∗∗∗ −0.028∗∗∗

(0.040) (0.005)

Positive Pre-Treatment Tweets 0.888∗∗∗ 0.038∗∗∗

(0.033) (0.002)

Treatment 0.502∗∗∗ 0.498∗∗∗

(0.156) (0.164)

Conservative (0, 1 or 2) −0.021 −0.419∗∗∗

(0.127) (0.128)

Treatment*Conservative −0.378∗∗∗ −0.369∗∗∗

(0.138) (0.141)

Constant −0.539∗∗∗ 0.452∗∗∗

(0.167) (0.153)

Observations 2,741 2,741
Log Likelihood −4,260.654 −4,422.493
θ (inverse dispersion) 0.422∗∗∗ (0.019) 0.335∗∗∗ (0.015)
Akaike Inf. Crit. 8,533.307 8,856.986

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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C Robustness to Multiple Comparisons Corrections

In this section, we report the results of a series of multiple comparisons adjustments

that we implement on our main estimations. For this purpose, we use the Bonferroni,

Benjamini and Hochberg, and Holm corrections. In each case, we determine the num-

ber of hypotheses that we want to test and adjust the p-values in accordance with

that number. For our study, the coefficient of interest is the interaction between our

Conservative measure (which takes values of 0, 1, or 2) and the treatment indicator

(0 or 1). Remember that the latter has been aggregated, in such a way that it equals

1 for subjects that receive any form of treatment.

We have six main outcomes of interest, and accordingly, six hypotheses to test: the

(logged) count of positive tweets on week 1, week 2, and weeks 3 and 4, and the (logged)

count of negative tweets on week 1, week 2, and weeks 3 and 4. We want to deter-

mine if the effect of receiving any treatment on each of these six outcomes, is mediated

by the ideology measure. Consequently, we focus on the p-value of the coefficient of

Treatment ∗ Conservative. Table 4 reports the results of the three adjustments, for

each of the six coefficients of interest (one per outcome). As it is clear from this Table,

no matter if we use Bonferroni, Benjamini and Hochberg, or Holm’s method, the only

coefficient that is always significant, is the term associated to the regression on positive

tweets during week 1. Remember that this coefficient is negative. Hence, the main

result of this paper—that liberal subjects tweet more in favor of the peace process after

being treated and during the first post-treatment week—is robust to the most common

multiple comparisons corrections.

Table 4: Multiple Comparisons Corrections

Treatment*Conservative p-value Bonf p-val Bonf sign Rank BH Critical Val BH Sign Holm Critical Val Holm Sign

Positive Tweets Week 1 0.006 0.037 Yes 1 0.008 Yes 0.008 Yes
Positive Tweets Week 2 0.568 3.410 No 4 0.033 No 0.017 No
Positive Tweets Weeks 3/4 0.866 5.194 No 6 0.050 No 0.050 No
Negative Tweets Week 1 0.493 2.956 No 3 0.025 No 0.013 No
Negative Tweets Week 2 0.771 4.629 No 5 0.042 No 0.025 No
Negative Tweets Weeks 3/4 0.369 2.211 No 2 0.017 No 0.010 No
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D Details of constructing the sentiment classifier

The data collection process was a fundamental to the experiment; all of the data are

from Twitter. Twitter grants access to the public interested in its data through an API

which can be used to scrape and organize tweets from a user, a hashtag, a topic or

even a location. The methodology of data collection was focused on fetching data from

Twitter based on a shifting set of words and n-grams related to the Peace Process in

Colombia.

We updated the search terms over the course of the eight months before the peace

process, using terms that related to current developments. These terms were filled into

Twitter’s standard search API as search terms. Then, the Twitter API returned the

list of tweets that mentioned any of the search terms in the previous 7 days, subject

to an individual-account cap on the limit in the number of tweets the user is allowed

to download. We programmed an algorithm that repeated this process automatically

every hour, stacking the tweets in a database. This first stage ran from March 2016 to

October 2016, and resulted in 1 million tweets regarding the peace process in Colombia.

This database contains not only the text of every tweet, but also the name of the user,

the Twitter user name, the number of retweets, the number of favorites, the self-reported

location, the geocoded location (not always available), the biography of the user, and

other variables.

This database was used afterwards to identify the users who shared at least five

tweets in our initial collection process. The information was filtered in terms of number

of tweets, number of followers, location and other characteristics of the accounts. We

ultimately selected 4,500 non-institutional and non-bot users with fewer than 2,000

followers who were active in terms of sharing comments about the peace process from

July to September of 2016 and located in Colombia.20

Figure 9 describes our sample selection procedure. From the initial pool of 4,500

subjects, we restricted our analysis to the 3,516 who sent at least five pre-treatment

tweets containing one of the 33 terms defined by the dictionary in Footnote 11. This

restricted dictionary was necessary to ensure the comparability of our definition of what

20We used intuition and common sense to identify institutional accounts and bots, as the automatic
bot detection tools available at the time did not perform well for accounts tweeting in Spanish. While
we acknowledge the possibility that some bots ended up in our subject pool, our random assignment
of subjects to treatment suggests that this is not a problem for inference. Furthermore, we expect that
bots should be “never-compliers” in the sense that they never respond to our treatments, and their
presence should thus bias against finding significant treatment effects.
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Figure 9: Sample Selection Process

This flowchart depicts the selection process of the accounts that were ultimately used
in the experiment.

makes a tweet “about the peace process” between the pre- and post-treatment periods.

The “attrition” in this stage was not statistically significantly related to treatment, so

the inference from randomization is not threatened. All of the “attrition” was due to

our mistaken inclusion of subjects who did not fit our pre-treatment sampling frame

due to the time constraint of completing the experiment before the peace process.

The second purpose of the database was to use labeled tweets as examples to train a

machine learning model able to tell the sentiment of a tweet in the context of the peace

process of Colombia. This process of building the machine learning classifier had four

main steps: Data cleaning, data labeling, feature extraction and selection, training the

algorithm and calibration of parameters. The final product is a method to calculate the

sentiment score of any tweet from negative to positive. The first step involves making

the text of each tweet readable for a computer, this means taking away uncommon
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symbols, accents, icons, upper case letters and extra spaces. After this, we identify

a set of words called stop words inside every tweet and delete them, this is necessary

given that not every word contributes information about the sentiment of a tweets, for

example: an, any, or, to, the. The third step consists on performing stemming to the

words of each tweet. This process seeks to collapse the words with same meaning, but

different conjugations, for instance, the word negotiating has the same base meaning

as the word negotiated, therefore it would be useful if the computer understands these

two words as the same one. In this case, both terms would be converted to its base

word or stem, which in this case corresponds to the word negotiate.

The second phase is responsible for the development of a set of examples whose

main purpose is to teach the machine learning model to classify correctly. We manu-

ally labeled a random set of tweets according its sentiment towards the peace process

(positive or negative). After preliminary tests about out-of-sample accuracy, we settled

upon using the Naive Bayes binary classifier.

Before the training stage, the text present inside every tweet needs to be expressed

in a structured form (units of observation with a set of characteristics expressed as

rows and columns). Our approach is to use the method bag of words, expressing words

inside a tweet as binary variables. In this sense, every tweet represents a row of the

data frame with as many variables as possible words in a tweet. This means that the

number of variables depends on the size of the vocabulary present in the corpus used.

At the end of this process we had every tweet expressed as a row of zeros and ones (one

if the word appears in the tweet and zero if not).

Finally, having all the text structured in a database, we trained a Naive Bayes binary

classifier with the set of labeled tweets. The basic premise of this algorithm is to use

the words present in a tweet to estimate the probability that its sentiment is positive

or negative.

ĉ = argmaxP (c|d) (1)

Essentially, the intuition behind the use of Bayes theorem to classify text is to sim-

plify the equation (1) and make a naive assumption regarding the interaction between

the words inside a document. In equation (1) ĉ expresses the estimated class c given

its probability,. Having the Bayes theorem expressed in the equation (2) with d as the

document and c as the class (in our case either positive or negative), we can substitute

equation (1) into equation (2) to have the expression (3).
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P (c|d) =
P (d|c)P (c)

P (d)
(2)

argmaxP (c|d) =
P (d|c)P (c)

P (d)
(3)

In this sense, since the marginal probability P (d) is equal for all classes, it can be

disregarded of the equation (3) and we can simplify the equation to:

argmaxP (c|d) = P (d|c)P (c) (4)

Then, the probability of class c is given by the multiplication of the prior probability

of the class c and the likelihood of the document d given the class c. After this, the

document can be represented as a set of features (in this case words). At this point,

we assume that the words of a document are independent from each other. This let us

express the likelihood as the multiplication of the probabilities of every single word in

the document (words expressed as w). Therefore, we are calculating for each word, in a

set of a labeled documents, the probability it appears given the class of the document,

and then these results are multiplied by the prior probability of the class c as seen in

the equation (5). In this case, the training database is used to calculate both the prior

probability of each class and the conditional probability of every single word inside our

corpus.

ĉ = argmax P (c)
∏

P (w|c) (5)

We used cross validation to evaluate the results and the performance of the classi-

fication algorithm. This means that we randomly divided our labeled database in 10

equally sized folds, and then for each one we calculated and evaluated our Naive Bayes

classifier. For the purpose evaluating the results, each fold is divided into a training

sample and a test sample. The test samples provide the ability to compare the true

classes for every tweet versus the predicted ones. At the end, to compute the overall

precision, a simple average between folds is calculated.
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E Additional Results: Direct Responses

We now analyze the direct responses to the bots’ tweets. For this purpose, keeping

constant the identity of the bot, we estimate the effect of a liberal message—versus a

conservative one—on the probability of reacting to the direct mention made to each

account. Formally, for each bot k, where k = General, Priest, Scientist, we estimate

models of the type:

Reactioni = βk0 + βk1Liberal Messagei + εi

where Reactioni is a dummy variable indicating whether subject i reacts to the

message sent by the bot or not, Liberal Messagei is a dummy variable that indicates

if subject i received a liberal message from bot k, and εi is the error term. We estimate

separate models for any type of reaction, as well as for exclusively positive or negative

reactions. Positive reactions correspond to likes, retweets, or positive replies to the

bot. On the other hand, negative reactions are associated with negative replies.21 The

coefficients of interest in this set of regressions are βk1. If this coefficient is positive for

bot k, it means that subjects tweeted by such bot tend to respond more (positively or

negatively) when the message has a liberal content, as compared to the conservative

message.

Keeping constant the identity of the bot, these coefficients indicate if liberal or

conservative messages produce more reactions.

Figure 10 plots the regression coefficients—and the associated confidence intervals—

of these models for the liberal versus conservative versions of each of the three types

of bots. Each of the three outcomes in the Figure (any reaction, positive reaction and

negative reaction) are the result of a separate OLS regression—results are substantively

the same if a logit model is used instead. Values above 0 in Figure 10 mean that outcome

was more likely to be caused by the liberal message that type of bot, while values below

0 indicate higher likelihood for the conservative message.

The results in Figure 10 indicate that the liberal general caused more positive reac-

tions than the conservative general, and that the liberal scientist caused fewer positive

reactions and more negative reactions. In both cases, then, the bots that sent messages

“against type” (liberal messages sent by the general and conservative messages sent

by the scientist) were more likely to engender positive reactions than messages “with

21Manual coding for these replies was performed, to determine whether the subject responded posi-
tively or negatively to the bot.
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Reactions to Liberal vs. Conservative Messages
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Negative reaction

Figure 10: Each of the three outcomes are the result of a separate OLS regression. Values
above 0 in the figure mean that outcome was more likely to be caused by a message from
the liberal version of that type of bot, while values below 0 indicate higher likelihood for the
conservative version.
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Heterogeneous Effects: Liberal vs. Conservative Messages from the General
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Figure 11: Each of the three outcomes are the result of a separate OLS regression. Values
above 0 in the figure mean that outcome was more likely to be caused by a message from the
liberal version of that type of bot for each subgroup of subjects, while values below 0 indicate
higher likelihood for the conservative version.

type.” As we expected, there were no differential effects of the liberal priest compared

to the conservative priest. In order to understand the channels driving these results,

we disaggregate the effects of these messages along the ideology dimension: we test

whether there are differential effects for liberal, moderate, and conservative subjects.

The results in Figures 11, 12, and 13 represent heterogeneous effects at the ideology

level. These results reflect that the positive effects of liberal messages sent by the Gen-

eral are mainly driven by moderate subjects (Figure 11). Additionally, the increase in

negative reactions to liberal messages sent by the scientist are driven by conservative

subjects disliking these messages (Figure 13). Finally, in the case of the priest, con-

servative subjects are more likely to react positively when they receive a conservative

message from this type of bot. Note that in some cases there is no point estimate.

This occurs when there is no variation in the outcome variable. For example, in the

case of liberals who received a message from the scientist, none of them had a negative

reaction.
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Heterogeneous Effects: Liberal vs. Conservative Messages from the Priest
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Figure 12: Each of the three outcomes are the result of a separate OLS regression. Values
above 0 in Figure mean that outcome was more likely to be caused by a message from the
liberal version of that type of bot for each subgroup of subjects, while values below 0 indicate
higher likelihood for the conservative version.
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Heterogeneous Effects: Liberal vs. Conservative Messages from the Scientist
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Figure 13: Each of the three outcomes are the result of a separate OLS regression. Values
above 0 in the figure mean that outcome was more likely to be caused by a message from the
liberal version of that type of bot for each subgroup of subjects, while values below 0 indicate
higher likelihood for the conservative version.
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Overall, these results reveal that in general conservative subjects are the ones who

react differentially to these messages and tend to respond directly to our bots, especially

depending if the message is “against” of “with” type. They dislike liberal messages sent

by the scientist–relative to conservative messages from same—and are more likely to

react in a positive way when contacted by the conservative priest compared to the

liberal one. This goes in line with theoretical concepts outlined above, such as the

‘perceptual screen’ theory (Campbell, 1960), in the sense that a subject’s moral values

influence the reaction they have to our encouragement (Kernell and Mullinix, 2013).

The novelty of our approach is that it allows us to show that the identity of the sender,

and not only the content of the message, matters.
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F Disaggregated analysis of treatment effects by

identity of sender

The experimental results on the sample of liberal subjects disaggregated by the type

of sender are displayed in Figure 14. As in the main text, the dependent variable is

the number of tweets (either positive or negative) the subject sent in the specified time

period. We exclude the first day in which there were many direct reactions to the

tweets.

IRRscientist×Ideology0 ≈ 1.5, the effect of the conservative scientist treatment on lib-

eral subjects during the first week after the intervention, can be seen in the black line in

the left section of the plot. This Incidence Ratio implies that the average subject with

Ideology Score 0 (liberal) who received the conservative scientist treatment tweeted

about 150% as many positive tweets about the peace process as the average subject

with Ideology Score 0 in the control condition.22 The confidence intervals in Figure 14

are calculated from the estimated variance of this estimator:

Vpriest×Ideology1 = V (β̂2) + Ideology2V (β̂6) + 2Ideology × Cov(β̂2β̂6)

These are ratios: going from .5 to 1 represents the same effect size (a 100% increase)

as going from 1 to 2, so the upper half of the confidence intervals appear longer than the

lower half. Also, recall that the Liberal and Conservative samples each comprise 25%

of the overall sample compared to 50% for the moderate sample. Because the sample

is twice as big, the standard errors for the moderate sample are smaller.

In general, all six of the treatment conditions had similar effects on liberals’ rate

of sending positive tweets: Liberal respondents were encouraged to send more positive

tweets during the first week after treatment. As can be seen on the right hand portion

of this figure, this effect disappears after the first week.

Figure 15 shows that our treatment conditions have no effect, in general, on the

subsample of moderate subjects. In the case of conservative users, as shown in Figure

16, for the first week the point estimates are negative but non-significant. In sum, our

treatments encourage liberals to tweet more about the peace process during the first

week, but no effects are produced on conservatives or moderates at any given time.

We also need to see if our interventions caused any change in the rate of sending

22Note that this approach assumes that treatment effects are constant, and holds the pre-treatment
level of pre-treatment tweets about the peace process constant at its mean level.
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Positive Tweets About the Peace Process From Liberals (N=3,516 )
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Figure 14: The Incidence Ratio calculated from the estimated coefficients and variance-
covariance matrix from the negative binomial model in the first week after treatment, exclud-
ing day 1. For example, the Incidence Ratio of 1.3 associated with the liberal priest treatment
on subjects with Ideology Score 1 in the middle of the plot means that these subjects sent
130% as many positive tweets about the peace process as the subjects with Ideology Score 1
in the control group. The bars represent 95% confidence intervals.
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Positive Tweets About the Peace Process From Moderates(N=3,516 )
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Figure 15: The Incidence Ratio calculated from the estimated coefficients and variance-
covariance matrix from the negative binomial model in the first week after treatment, exclud-
ing day 1. For example, the Incidence Ratio of 1.3 associated with the liberal priest treatment
on subjects with Ideology Score 1 in the middle of the plot means that these subjects sent
130% as many positive tweets about the peace process as the subjects with Ideology Score 1
in the control group. The bars represent 95% confidence intervals.
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Positive Tweets About the Peace Process From Conservatives (N=3,516 )
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Figure 16: The Incidence Ratio calculated from the estimated coefficients and variance-
covariance matrix from the negative binomial model in the first week after treatment, exclud-
ing day 1. For example, the Incidence Ratio of 1.3 associated with the liberal priest treatment
on subjects with Ideology Score 1 in the middle of the plot means that these subjects sent
130% as many positive tweets about the peace process as the subjects with Ideology Score 1
in the control group. The bars represent 95% confidence intervals.
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negative tweets—tweets that argued against the peace process. Figures 17-19 plot those

results.

Encouragingly, across all treatment conditions interacted with subject ideology and

the post-intervention week analyzed, only three showed a statistically significant in-

crease in the rate of sending negative tweets about the peace process—precisely the

number that we would expect to see by chance. Again, these results support our ar-

gument that conservatives do not feel encouraged to send more negative tweets, and

perhaps—with the exception of those who reply directly to the bots–simply ignore the

messages. Overall, we do find evidence that bots were able to increase public talk in

favor of the peace process, but only among those that to begin with were aligned with

the position of the bot and independent of its identity and moral values employed. After

confirming their original preconception, they simply tweet more about it. Hence, these

results provide evidence of the so-called “confirmation bias” that characterizes social

media.
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Negative Tweets About the Peace Process From Liberals (N=3,516 )
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Figure 17: The Incidence Ratio calculated from the estimated coefficients and variance-
covariance matrix from the negative binomial model in the time period from 2 to 7 days after
treatment. For example, the Incidence Ratio associated with the liberal priest treatment on
subjects with Ideology Score 1 in the middle of the plot means that these subjects sent 140%
as many tweets about the peace process as the subjects with Ideology Score 1 in the control
group. The thick bars represent 90% confidence intervals and the thin lines represent 95%
confidence intervals.
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Negative Tweets About the Peace Process From Moderates (N=3,516 )
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Figure 18: The Incidence Ratio calculated from the estimated coefficients and variance-
covariance matrix from the negative binomial model in the time period from 2 to 7 days after
treatment. For example, the Incidence Ratio associated with the liberal priest treatment on
subjects with Ideology Score 1 in the middle of the plot means that these subjects sent 140%
as many tweets about the peace process as the subjects with Ideology Score 1 in the control
group. The thick bars represent 90% confidence intervals and the thin lines represent 95%
confidence intervals.
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Negative Tweets About the Peace Process From Conservatives (N=3,516 )
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Figure 19: The Incidence Ratio calculated from the estimated coefficients and variance-
covariance matrix from the negative binomial model in the time period from 2 to 7 days after
treatment. For example, the Incidence Ratio associated with the liberal priest treatment on
subjects with Ideology Score 1 in the middle of the plot means that these subjects sent 140%
as many tweets about the peace process as the subjects with Ideology Score 1 in the control
group. The thick bars represent 90% confidence intervals and the thin lines represent 95%
confidence intervals.
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G Ideology and Trust in institutions in the Colom-

bian Context

We presented our bots as representative of people or institutions trusted by Colombian

citizens; some of these identities are associated with conservative values, and others with

liberal values. According to a Gallop poll conducted in October of 2016, about 60%

of the respondents had a favorable opinion of the Catholic Church. This is relatively

high, compared to other institutions. The same poll reveals that 71% of the population

has a favorable opinion of the military, whose reputation can be explained by their role

in the longstanding civil conflict with the FARC. Even though the military tend to be

associated with values linked to conservative parties, in this case the perception is at

least ambiguous, as the soldiers killed by this war came from cross-cutting segments of

society, generating sentiments of sympathy and acknowledgment among all Colombians.

Finally, even though opinion polls usually do not ask about citizens’ perceptions of

scientists, it is well known that academics tend to be more inclined towards liberal

values. In fact, in the context of this plebiscite, several of the most renowned Colombian

professors signed petitions supporting the peace deal.

In fact, a recent study (British Council, 2017) reveals that the most trusted institu-

tions by the Colombian youth are: professors (54%), the army (48%), and the Catholic

Church (45%), in sharp contrast with their perceptions of the government, political

parties, and illegal armed groups. Consequently, we consider that in the Colombian

context public figures and institutions associated with the church, the military, and

academia, exert influence on citizens’ political opinions. We theorized that the priest

would be most associated with conservative values and thus the “No” vote and the

scientist with liberal values and thus the “Yes” vote, while the soldier would be more

moderate.

Opinion polls like the ones conducted by Gallup reveal that the Catholic Church

and the army are among the most trusted institutions and public figures in Colombia.

These surveys usually do not include respondents’ opinions about professors or scientists

in general. However, a recent study conducted on young Colombians (British Council,

2017), reveals that the most trusted institutions, in that order, are professors, the army,

and the Catholic Church. These are precisely the public figures used in our experiment

and the clear motivation on relying on characters that might influence citizens’ opinions

and behavior.
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Figure 20: Most and Least Trusted Institutions Among Young Colombians

Source: British Council (2017). Each percentage represents the proportion of respon-
dents that acknowledge trusting each figure or institution.

53


	Introduction
	The Peace Plebiscite, Twitter and Public Figures
	Experimental Design
	Ethics of Online Field Experiments
	Data
	Results

	Conclusions
	Null Effects on Mean Sentiment
	Modelling Decisions
	Robustness to Multiple Comparisons Corrections
	Details of constructing the sentiment classifier
	Additional Results: Direct Responses
	Disaggregated analysis of treatment effects by identity of sender
	Ideology and Trust in institutions in the Colombian Context

